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Abstract

A planner chooses an allocation of a divisible resource and charges agents based on

their reported type. We discover and describe the set of dominant-strategy incentive-

compatible (strategy-proof) mechanisms when the planner has the ability to observe the

true type of agents ex-post and punish those agents who misreported their type. This

class of mechanisms depends on the punishment function available for the planner to

use and expands previous characterizations of incentive-compatible mechanisms when

punishment was not available. For any punishment function, an optimal mechanism for

the planner is characterized as the convex combination of two mechanisms resembling

the first-price and second-price mechanisms. When the planner has the ability to

select the punishment function, the minimal punishment necessary to achieve incentive

compatibility and first-best efficiency is provided.
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1 Introduction

Investors (buyers) often rely on seller’s information to make investment decisions. Al-

though sellers typically know more than investors at the time of investment, this information

disparity often evaporates after the investment has occurred, potentially leading to compen-

sations and punishments if the sellers disclosed inaccurate information.

Examples of these post-transaction punishments abound. Wall Street firms often settle

cases over fraudulent and misleading information with the SEC and other federal and state

attorney offices (e.g., Purdue-Pharma with multiple attorneys general, Luckin Coffee and

Tesla 420 incident with the SEC). Public and private companies have been sanctioned with

severe punishment for sellers (e.g., over $10 billion in fines have been ordered for pharmaceu-

tical companies over the last 10 years for fraudulent or misleading information). In extreme

cases, companies get dissolved due to fraud, ranging from unicorn startups (e.g., Theranos)

to the largest Ponzi scheme in history (Bernard L. Madoff Investment Securities LLC). In

the United States, there are state and federal false advertising laws that prohibit various

types of deceptive advertising, misleading labeling, and similar practices. These laws pro-

vide important rights for investors, arming them with the ability to seek monetary damages

when they have been misled. In addition, these problems were so persistent in markets of

cars and other consumer goods that lemon laws have been written in half a dozen countries

to provide explicit remedies to buyers of goods that fail to meet standards of quality and

performance disclosed at the time of purchase.

In this paper, we study the role of ex-post punishment to induce accurate/truthful report-

ing ex-ante. As an example of our model, imagine an investor (planner or buyer) endowed

with capital that he could allocate to a variety of privately-owned enterprises that produce

some profit. Information is asymmetric, i.e., the owners of enterprises (agents or sellers)

know the production possibilities of the enterprises they own, whereas the planner does not.

Although the investor is not familiar with the actual production possibilities during the in-

vesting decision, he may rely on information revealed by the owners of the enterprises to

make his determination. We study a model with an empowered investor in which, after the

investment has been made, he observes the actual production possibilities of the enterprises,

and is able to recover some of the investment if the owners of the enterprises misreported

information as punishment (e.g., by law or by the threat of going to court). Although the in-

vestor may be able to implement truthful revelation with a traditional incentive-compatible

mechanism, these mechanisms may significantly sacrifice profit or fairness when implemented.

Would the investor be better off when he is empowered with ex-post information and

the ability to punish the owners of enterprises? What type of punishment functions allow
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for the implementation of mechanisms that improve the welfare of the investor? What type

of mechanisms would be optimal given a punishment function? What type of punishment

function allows for a mechanism to be incentive-compatible? In this paper, we answer these

questions in a general model of resource allocation with quasilinear utilities that has an

empowered planner who is able to observe the true abilities of agents post-allocation and

punish them for misreporting.

In order to introduce our notion of implementation, we note that strategy-proof (dominant-

strategy) mechanisms are desirable mechanisms that make it easier for participants to decide

what to do regardless of the information context of other agents. To date, the traditional

mechanism design literature has widely focused on ex-ante strategy-proofness, whereby

agents report their type to the planner, who makes his allocation knowing that these are

truthful reports (see related literature for more information). Unfortunately, restricting to

ex-ante strategy-proof mechanisms might come at a high cost to the planner in terms of

efficiency and fairness, where impossibilities abound. In contrast, in our model where an

empowered planner is able to observe truthful reports and punish agents who misreported,

we introduce the notion of ex-post strategy-proofness whereby agents maximize their

utility as the sum of ex-ante payment plus ex-post punishment. Notably, this notion of

ex-post strategy-proofness opens opportunities for more incentive-compatible mechanisms

beyond the ones discovered under ex-ante strategy-proofness. Our model takes a very gen-

eral monetary punishment that depends on the reported type and the true type of the agents.

To date, the theoretical literature has been silent about studying the punishments necessary

to achieve truthful reporting, and our paper will address this gap.

1.1 Illustrative Example and Overview of Results

Consider an investor with a unit of capital, and n agents, denoted by i = 1, . . . , n,

who own companies that can produce profit with a production function. As an illustration,

assume that the production function of each company is fi(θi, xi) = θixi, where xi is the

capital allocated by the planner, and θi > 0 is the type of agent i that is private information

only known to this agent.

On a direct mechanism, the agents report their types θ̂ = (θ̂1, . . . , θ̂n) to the planner, who

uses this information to make an allocation of his capital among agents (x1(θ̂), . . . , xn(θ̂)) ∈
Rn

+, such that x1(θ̂) + · · ·+ xn(θ̂) = 1. We write x̂i = xi(θ̂) for simplicity.

When the true type of the agents is θ = (θ1, . . . , θn), each agent produces fi(θi, x̂i) and

gets charged ti(θ̂). Agent i’s (ex-ante) payment equals to fi(θi, x̂i)− ti(θ̂).

It is well known that for a report θ̂ such that θ̂1 > θ̂2 ≥ · · · ≥ θ̂n, the second-price
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mechanism is the unique ex-ante strategy-proof mechanism that allocates all resources to

the agent with the largest report (allocative efficiency), x̂1 = 1 and x̂i = 0 for i > 1, does

not subsidize agents (no positive transfers), and is individually rational. Such a mechanism

charges the second highest production to the more productive agent t1(θ̂) = θ̂2 (Vickrey[38],

Clarke[13], Groves[16]).

The second-price mechanism may not maximize the profit of an investor who is able to

punish agents ex-post. To see this, consider the punishment function hi(θi, θ̂i) = π(|θi− θ̂i|)γ

for γ > 0 and 0 < π ≤ 1. This punishment may be generated, for instance, by a court

that will award with probability π an amount equal to (|θi − θ̂i|)γ. In this new setting with

punishment, agent i would maximize his ex-post payment equal to fi(θi, x̂i)−ti(θ̂)−hi(θi, θ̂i).

We say that a mechanism is ex-post strategy-proof under punishment vector h = (h1, . . . , hn),

or for short, h-strategy-proof, if it is a dominant strategy for agents to report their true types

when maximizing their ex-post payment. Clearly, an ex-ante strategy-proof mechanism is h-

strategy-proof, however, depending on the punishment vector h, new mechanism may emerge

or not. Figure 1 shows the sequence of events in our model.

The agents report

types to planner

The planner makes

allocation of resources

The agents produce

the goods

The planner charges

the goods produced

The true type of agents

are discovered, agents

get punished

Figure 1: Timeline of our model: Events inside the cloud represent the original timeline

studied for the implementation of ex-ante strategy-proof mechanisms. The last event outside

the cloud, whereby the planner discovers agents true types and punish agents, is added for

the study of ex-post strategy-proof mechanisms.

First, consider the case of γ = 1 and 0 < π ≤ 1. In this case, the combination mechanism
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that allocates the most productive agent all resource, x1(θ̂) = 1, and charges a combination

between the production of the most productive and second most productive agent, t1(θ̂) =

πθ̂1 + (1 − π)θ̂2, is h-strategy-proof. To see this, note that the punishment for deviating

equals π(θ̂1− θ1), which is also the maximal gain that can be obtained from deviating in the

combination mechanism. As such, a new mechanism, that was not ex-ante strategy-proof,

is now h-strategy-proof. The extreme case when π = 1 represents the first-price mechanism,

a paramount achievement for the investor, which extracts all surplus from agents.

Next, consider the case of γ > 1. In this case, regardless of the probability of award π,

the class of h-strategy-proof mechanisms and ex-ante strategy-proof mechanisms coincide.

That is, the punishment h is ineffective to generate new mechanisms. To get the intuition,

consider the combination mechanism discussed above. For the top agent, the ex-ante gain

by deviating is π(θ1− θ̂1) for any θ̂1 > θ̂2. The ex-post punishment equals π(θ1− θ̂1)
γ, which

is smaller than the ex-ante gain for a report θ̂1 that is close enough to the true report θ1.

The first result of the paper, Theorem 1, provides the necessary conditions for a punish-

ment function to be effective. Roughly speaking, these conditions require that the marginal

punishment at the true report be positive. Thus, the class of ineffective punishment func-

tions resemble hi(θi, θ̂i) = π(|θi − θ̂i|)γ for γ > 1, whereby the derivative with respect to θ̂i

at θ̂i = θi equals zero.

In addition, Lemma 1 provides necessary and sufficient conditions for the punishment

function to be effective. Notably, this Lemma may be used to characterize the conditions

that γ and π need to satisfy for the punishment function hi to be effective.

In Section 4 we consider the case where the punishment h is fixed, for instance, when

the government has already instituted a lemon law that awards damages upon discovery

of the misreporting. For a profit-maximizing investor who cares only about the maximum

amount collected from the agents, Theorem 2 discovers the unique h-strategy-proof mech-

anism that maximizes the investor’s profit under a marginally non-decreasing condition on

the punishment function. Notably, and similar to the example above, this mechanism would

be a combination mechanism that charges the top agent an amount between θ̂1 and θ̂2. This

provides a novel characterization of the combination mechanism.

Finally, in Section 5 we consider a situation in which a planner is interested in imple-

menting a given mechanism, for instance, where there is a customary pre-determined share

of the profits between investors and agents. These customary shares are typical in partner-

ships and often involve an equal share of the profit or some combination based on the power

of the agents. The paper studies the minimal punishment h that needs to be contractually

implemented to make the mechanism h-strategy-proof.

To illustrate this, suppose that the planner is allowed to charge t1(θ̂) = αθ̂1 + (1− α)θ̂2.
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Clearly, for 0 < α ≤ 1, this mechanism is not ex-ante strategy-proof. However, for a

large enough punishment function h, this mechanism is h-strategy-proof. Indeed, consider

punishment function hi(θi, θ̂i) = α|θi− θ̂i|, if agent 1 with highest production reports θ̂1, the

profit (1− α)(θ1 − θ̂2) + α(θ1 − θ̂1)− α|θ1 − θ̂1| is maximized with truthful report θ̂1 = θ1.

In general, the last result of the paper shows the existence of a minimal punishment

that the planner needed to implement to make an arbitrary mechanism incentive-compatible

(Lemma 2). In addition, when the planner cares about first-best efficiency, the first-best

efficiency allocation for the planner is x1(θ̂) = 1 and t1(θ̂) = θ̂1 in the example above, the

minimal punishment to achieve the first-best efficiency is hi(θi, θ̂i) = |θi − θ̂i|. Proposition

1 characterizes the minimal punishment function to achieve first-best efficiency for general

cases.

1.2 Related Literature

Most of the social choice literature has been concerned with non-manipulable mecha-

nisms dating back from Arrow[1] and Gibbard[15]. See, Barberà[2], for an introduction to

strategy-proof social choice functions. Such studies include the case of strategy-proof social

choice functions in classical exchange economies (Barberà and Jackson[4]), matching with

contracts (Hatfield and Kojima[20]), house allocation with prices (Miyagawa[29]), cost and

resource sharing (Moulin and Shenker[31], Moulin[30], Sprumont[37], Juarez[22, 23], You

and Juarez[39]), preference aggregation (Bossert and Sprumont[9]), social choice (Barberà,

Dutta and Sen[3]). In particular, incentive compatibility, herein interpreted as (ex-ante)

strategy-proofness has been widely explored when money is available. The traditional VCG

mechanisms in Vickrey[38], Clarke[13], Groves[16] are characterized by Holmstrom[21] by

ex-ante strategy-proof and efficient.

Although this extensive literature has been prolific, it has lacked the incorporation of

punishments to induce behavior. Indeed, monetary punishments and penalties have been

used for centuries as a deterrent for unwanted behavior. For instance, the deterrence hypoth-

esis which dates back to at least the XVIII century (Beccaria[5], Bentham[7]), claims that the

introduction of penalties that leave everything else unchanged reduces the occurrence of the

behavior has been the cornerstone of legal, criminal and psychological studies. Theoretical

work on fines has been more prominently applied to game-theoretical studies of antitrust

fines to prevent collusion in auctions and cartels (Buccirossi and Spagnolo[10], Harrington

and Chang[18], Katsoulacos et al.[24]) or fishery markets (Nøstbakken[34]). Notably, our

work provides a general framework to study the effects of punishments and penalties in

resource allocation problems, including auctions and fisheries.
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In addition to this theoretical work, there is recent literature on costly verification with

punishment. Ben-Porath et al.[6] study the problem of a principal allocating an indivisible

good among agents without transfer payments. The principal can learn the types of agents

with cost. If agents are found to lie, the good will not be allocated as punishment. Mylovanov

and Zapechelnyuk[32] study the optimal allocation with verification and limited penalties,

i.e. the principal can punish the agent for lying by recovering part of the prize. Li[26] studies

mechanism design with costly verification and limited punishment, in which the punishment

is a linear function of the agents’ benefit. In contrast with this literature, we assume cost-

less verification but widely expand the range of punishment functions available. Indeed, we

study the mechanism design problem when the planner is allocating a divisible good with

exogenous probabilistic verification and various forms of punishments. We discover the class

of strategy-proof mechanisms under different punishments, characterize optimal mechanisms

for the planner depending on the punishment functions, and study the minimal punishment

necessary to achieve first-best efficiency.

We also note that recent literature has been focused on various relaxations and strength-

ening of ex-ante strategy-proofness. There are approximately strategy-proof mechanisms

in voting (Birrell and Pass[8]), matching (Pathak and Sönmez[35]), and more generally,

Carroll[11] finds that local strategy-proofness with single-crossing ordinal preferences implies

full strategy-proofness. Obviously strategy-proof mechanisms in Li[25] refine the strategy-

proof mechanisms by requiring the strategy to be obviously dominant. Pathak and Sönmez[35]

develop a rigorous methodology to compare mechanisms based on their vulnerability to ma-

nipulation. Unlike this literature on ex-ante strategy-proofness, our notion of manipulation

depends on the punishment function h. This allows for a different notion of manipulation

that expands the class of strategy-proof mechanisms that a planner can use, hence providing

flexibility for the planner when selecting mechanisms.

2 The Model

Each agent i ∈ N = {1, . . . , N} is endowed with a production function fi : R2
+ → RM

+

that generates an outcome fi(θi, xi) ∈ RM
+ based on his ability θi ∈ R+ and the amount

of resource allocated by the planner xi ∈ R+ to agent i.1 We study the case where each

production function fi is continuous and twice differentiable. We also assume that θi and xi

are complements, that is,
∂2fij(θi,xi)

∂θi∂xi
≥ 0 for all θi and xi.

A planner is endowed with 1 unit of resource that can be allocated among the agents

1If agent i is allocated zero resource by the planner, his production is fi(θi, 0) = 0 = (0, . . . , 0)M×1.
Moreover, the agent with lower bound of ability produces fi(0, xi) = 0.
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to produce the outcome. Let ∆N
+ = {x ∈ RN

+ |
∑

j xj = 1} be the set of allocations of this

resource to the agents. We assume that there is asymmetric information, the agents know

their own abilities but do not know others’. The planner does not know the agents’ abilities.

We study mechanisms where the agents reveal their abilities to the planner, who makes an

allocation of the resource among agents and charges outcomes based on their reports. This

is formalized in the following definition.

Definition 1 (Mechanism)

A mechanism ϕ = (x(·), t(·)) is a pair of functions (x(·), t(·)) such that

i. x : RN
+ 7→ ∆N

+ allocates the share of a resource to every agent based on the vector of

reported abilities θ, and x(θ) = (x1(θ), . . . , xN(θ)), the amount xi(θ) ∈ R+ represents

the resource allocated to agent i.

ii. t : RN
+ 7→ RN×M is the tax of the outcome produced by the agents that the planner

charges. Thus, for ability θ and t(θ) = (t1(θ), . . . , tN(θ)), the vector ti(θ) ∈ RM
+ is the

resource charged by the planner to agent i.

For the rest of paper, we assume x(θ) and t(θ) are fully differentiable with respect to θ,

except at some points with measure 0.

The planner is self-interested and cares only about the vector of taxes
∑

i∈N ti(θ) ∈ RM
+ .2

However, the agents care about the total outcomes produced that are not charged by the

planner. That is, for a vector of reports θ̂ = (θ̂1, . . . , θ̂N) and true ability of agent i is θi, his

payment equals
∑M

j=1 fij(θi, xi(θ̂))−tij(θ̂) = (fi(θi, xi(θ̂))−ti(θ̂))
T1, where 1 = (1, . . . , 1)M×1

is the unitarian vector. We denote by f̄i(θi, xi) = fi(θi, xi)
T1 the aggregate production of

agent i and by t̄i(θ) = ti(θ)
T1 the aggregate tax of agent i. The mechanism ϕ is individually

rational if (fi(θi, xi(θ))− ti(θ))
T1 ≥ 0. The mechanism satisfies no positive transfers if any

agent does not receive any resource xi = 0, then the agent is not charged ti = 0. Here we

focus on the mechanisms of individual rationality and no positive transfers.3

The generality of our model allows us to capture and integrate a variety of settings that

have been studied separately. Some of these are discussed in the next example.

Example 1

1. Private equity investment: A private investor is endowed with a fixed level of

capital that he can invest in projects. Each project i ∈ N can produce M goods with

the production function fi(θi, xi), which depends on the ability of the project θi and

2We allow for a wide range of preferences over the vector of goods, for instance, the perfect complements
or perfect substitutes.

3These are two standard assumptions of mechanism in Hartline and Karlin[19].
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investment xi. The investor could elicit the ability from reports of the projects θ̂, invest

x(θ̂) to the projects, and charges t(θ̂) from the outputs.

2. Procurement auctions: The agent i produces M goods fi(θi, xi) ∈ RM
+ based on

his ability θi and receives resource xi from the planner. In a mechanism, the planner

allocates resource x(θ̂) to agents, and taxes production t(θ̂) from the agents based on

the their reports θ̂ about ability of production. When M = 1 and fi(θi, xi) = θixi, this

captures the traditional auction setting.

3. Government funding with intermediation: A government is interested in deliv-

ering goods to M targets via a set of N intermediaries (e.g., charities). The charities

report their ability θ̂ of resource transmission, and the maximal amount of goods trans-

mitted to targets through charity i is fi(θi, xi). The government makes an allocation

x(θ̂) to charities based on their reports θ̂, and requires the targets to receive t(θ̂) from

the intermediaries.

Although the class of incentive-compatible mechanisms without punishment for these

examples has been studied. The class of incentive-compatible mechanisms when ex-post

punishment is available is not well understood. We introduce this notion in the following

section.

3 h-Strategy-Proof Mechanisms

A punishment function for agent i, hi : R2
+ 7→ R+, allocates a monetary punishment

hi(θi, θ̂i) when his reported ability is θ̂i ∈ R+ but his true ability is (discovered to be)

θi ∈ R+. We assume there is no punishment to an agent for truthfully reporting his type,

that is hi(θi, θ̂i) = 0 if θ̂i = θi. Moreover, hi(θi, θ̂i) is non-decreasing of θ̂i when θ̂i ≥ θi, and

hi(θi, θ̂i) is non-increasing of θ̂i when θ̂i ≤ θi. We denote by h : R2N
+ 7→ RN

+ the punishment

functions and by h(θ, θ̂) = (h1(θ1, θ̂1), . . . , hi(θi, θ̂i), . . . , hN(θN , θ̂N)) the vector of punishment

functions when the true abilities are θ and reported abilities are θ̂.

We consider the punishment function hi(θi, θ̂i), which is differentiable on θ̂i, except at

the true ability θ̂i = θi. This derivative is denoted by h′
i2(θi, θ̂i) = limq→0

hi(θi,θ̂i+q)−hi(θi,θ̂i)
q

.

Furthermore, we assume the upper and lower limits at θ̂i = θi exist, and such limits are

denoted by h′
i2+(θi, θi) = limθ̂i→θ+i

hi(θi,θi)−hi(θi,θ̂i)

θi−θ̂i
and h′

i2−(θi, θi) = limθ̂i→θ−i

hi(θi,θi)−hi(θi,θ̂i)

θi−θ̂i
.

Definition 2

The punishment function hi is marginally non-increasing on the true ability (MNI), if for
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θ̂i

hi(θi, θ̂i)

θHθMθL

hi(θL, θ̂i)

hi(θH , θ̂i)

hi(θM , θ̂i)

h′
i2+(θM , θM) ≤ h′

i2(θL, θM)

h′
i2−(θM , θM) ≥ h′

i2(θH , θM)

Figure 2: Marginally non-increasing

any three reports θL < θM < θH ,

h′
i2(θL, θM) ≥ h′

i2+(θM , θM) ≥ h′
i2−(θM , θM) ≥ h′

i2(θH , θM)

Figure 2 illustrates MNI for three reports, θL < θM < θH in comparison to the report

θM . This property is related to concavity on the cross-derivative, and it is satisfied in a

variety of punishment functions. For instance, when the punishment function only depends

on the deviation from the truthful report hi(θi, θ̂i) = fi(θi− θ̂i) and fi is weakly convex (e.g.,

fi(θi − θ̂i) = |θi − θ̂i| or fi(θi − θ̂i) = (θi − θ̂i)
2). Alternatively, this is satisfied when the

cross-derivative is not positive:
∂2hi(θi, θ̂i)

∂θi∂θ̂i
≤ 0.

This definition is extended to take into account the potential discontinuity of the first

order derivative at the true report θ̂i = θi, see Figure 2 for illustration. Although we don’t

assume MNI for a punishment function, this property will be important to guarantee the

sufficiency of a couple important results.

Definition 3 (h-Strategy-Proof)

The mechanism ϕ = (x(·), t(·)) is h-strategy-proof (h-SP) if for any agent i of ability θi

reports θ̂i, the following condition holds:

f̄i(θi, xi(θ))− t̄i(θ) ≥ f̄i(θi, xi(θ̂i, θ−i))− t̄i(θ̂i, θ−i)− hi(θi, θ̂i),∀θi, θ̂i, θ−i.
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P

1

2

P

1

2

S

θ1

θ2

x1

1− x1

t1

t2

x1θ1 − t1

x2θ2 − t2

h1

h2

Figure 3: Two agents and one good.

h-strategy-proof mechanisms captures the planners’ ability to punish agent i of true

ability θi, who misreports his ability θ̂i, with the amount of punishment hi(θi, θ̂i).

Example 2 (Linear Production)

Consider a planner who allocates 1 unit of resource to agents, who produce one kind of good

with resource. The agents have linear production function fi(θi, xi) = θixi. Agent i reports

his ability θ̂i to the planner, then the planner allocates resource xi(θ̂) to agent i, and charges

product ti from agent i. The profit of agent i is xi(θ̂)θi − ti(θ̂). See Figure 3 for the case of

two agents. Assume the allocation rule x allocates all the resource to the agent of highest

reported ability. Without loss of generality, assume θ1 ≥ θ2 ≥ · · · ≥ θN , and agent i ≥ 2

reports truthfully θ̂−1 = θ−1. Consider the report of agent 1, if agent 1 has highest report,

xi(θ̂) = 0 for any i ≥ 2, no positive transfers requires ti(θ̂) = 0. The condition of individual

rationality requires t1(θ̂) ≤ θ̂1.

If there is no punishment hi = 0, the h-SP mechanism is ex-ante SP. To induce the

truthful report of agent 1, the charge to agent 1 satisfies θ1 − t1(θ̂) ≤ θ1 − t1(θ1, θ̂−1),

∀θ̂1 ≥ θ2, then θ̂1 ≥ t1(θ̂1, θ̂−1) ≥ t1(θ1, θ̂−1). If t1(θ̂1, θ̂−1) > t1(θ1, θ̂−1), then agent 1 has

incentive to misreport θ1, when his true ability is θ̂1 . Thus, t1(θ̂1, θ̂−1) = t1(θ1, θ̂−1) ≤ θ2. If

t1(θ1, θ̂−1) < θ2, there exists θ̃1, such that t1(θ1, θ̂−1) < θ̃1 < θ2. Consider the case that true

abilities of agents are θ2 ≥ θ̃1 ≥ θ3 · · · ≥ θN , the abilities of agent 1 and 2 are θ̃1 and θ2.

Then agent 1 has incentive to misreport θ1 and gets positive profit θ̃1 − t1(θ1, θ̂−1). Thus,

the ex-ante SP mechanism charges t1(θ̂) = θ2, which is the second price mechanism.

Lemma 1 (Conditions for h-SP)

If a mechanism ϕ = (x(·), t(·)) is h-SP, then there exists a function Φ : RN
+ 7→ RN

+ such that:

i. The aggregate charge to agent i equals t̄i(θ) = f̄i(θi, xi(θ))− Φi(θ).
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ii. For each i and θi, f̄iθ(θi, xi(θ)) + h′
i2−(θi, θi) ≤ ∂Φi(θi,θ−i)

∂θi
≤ f̄iθ(θi, xi(θ)) + h′

i2+(θi, θi)

with f̄iθ(θi, xi(θ)) =
∂f̄i(θi,xi(θ))

∂θi
.

Conversely, if the punishment functions h satisfies MNI and there exists a function Φ

that satisfies conditions i and ii, then the mechanism is h-SP.

From part i, the function

Φi(θ) = f̄i(θi, xi(θ))− t̄i(θ)

is the profit of agent i when he truthfully reports θ̂i = θi at the profile θ. From part ii, the

boundary of marginal profit is related to marginal production and marginal punishment.

These are local conditions of h-SP for deviation of θ to θ̂. The conditions are not sufficient

for a mechanism to be h-SP, and global conditions of h-SP are needed. The profit of agent

i is affected by aggregate production f̄i regardless specific dimension of production fij.

Theorem 1 (Ineffective Punishment Functions)

Consider the mechanism ϕ = (x(·), t(·)) such that the allocation rule xi : RN
+ 7→ R+ is

non-decreasing in the report θ̂i for all i. The following three conditions are equivalent:

i. The mechanism ϕ is ex-ante SP.

ii. The mechanism ϕ is h-SP for any punishment function hi(θi, θ̂i) such that the derivative

at the truthful report is zero, that is h′
i2(θi, θi) = 0 for any θi.

4

iii. The marginal profit of an agent equals to his marginal product. That is, ∂Φi(θ)
∂θi

=
∂f̄i(θi,xi(θ))

∂θi
for any report θ and any agent i.

The proof of this result is in the appendix. The intuition of the proof is as follows. In order

to prove that part (i) implies part (iii), under the condition of individual rationality and no

positive transfers, given any allocation rule, an ex-ante SP mechanism can be characterized

by a local condition, that requires no incentive for marginal deviation. As we take the limit

of this local condition, we arrive to part (iii). For the converse, as the allocation to an agent

is non-decreasing in his reported ability, the complementarity of the resource and ability

in production guarantees the mechanism satisfying a local condition of SP, which in turn

satisfied a global condition of SP.

There are two important consequences of Theorem 1. On the one hand, it provides

precise conditions for mechanisms to be ex-ante strategy-proof, which is discussed in the

4This happens, for instance, at the large class of polynomial punishment functions hi(θi, θ̂i) = γ|θi− θ̂i|k
with k > 1.
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literature. First, the resource allocated to an agent depends on his aggregate ability of

production f̄i. Second, the charged share of an agent depends on the average production

over all the abilities f̄i(θi, xi(θ)) −
∫ θi
0
f̄iθ(q, xi(q, θ−i))dq. On the other hand, it shows that

the punishment functions are effective only if there is a positive punishment at the margin

(i.e., for an arbitrary small deviation). In other words, the punishment function h, whose

derivative at the truthful report is zero, is ineffective, in the sense that all h-SP mechanisms

are ex-ante SP.

Example 3 (Linear Production (Continued))

From Example 2, the agents have linear production function fi(θi, xi) = θixi, consider the

allocation rule xi allocates all the resource to the agent of highest reported ability. Assume

the punishment function is hi(θi, θ̂i) = π(|θi − θ̂i|γ), and θ1 ≥ θ2 ≥ · · · ≥ θN .

Consider γ > 1, π > 0, the h-SP requires θ1 − t1(θ̂) − π(|θ1 − θ̂1|)γ ≤ θ1 − t1(θ1, θ̂−1),

for any θ̂, equivalent with t1(θ1, θ̂−1) − t1(θ̂) ≤ π(|θ1 − θ̂1|)γ. For θ1 ≥ θ̂1, t1(θ1, θ̂−1) −
t1(θ̂) ≤ π(θ1 − θ̂1)

γ, take the limit θ̂1 → θ1, limθ̂1→θ−1

t1(θ1,θ̂−1)−t1(θ̂)

θ1−θ̂1
≤ limθ̂1→θ−1

π(θ1−θ̂1)γ

θ1−θ̂1
=

0. For θ1 ≤ θ̂1, there is limθ̂1→θ+1

t1(θ1,θ̂−1)−t1(θ̂)

θ1−θ̂1
≥ limθ̂1→θ+1

π(θ̂1−θ1)γ

θ1−θ̂1
= 0. Then we have

limθ̂1→θ1

t1(θ1,θ̂−1)−t1(θ̂)

θ1−θ̂1
= 0, which is the charge of second highest production, the ex-ante SP

mechanism. In this case, the h-SP class of mechanism does not expand with h.

Consider γ = 1, π = 1. The punishment function is hi(θi, θ̂i) = |θi − θ̂i|, the agents have

no incentive to lie in the first-price mechanism, t1(θ̂) = θ̂1. Indeed, if agent 1 reports θ̂1

lower than the true ability θ1, his profit is x1θ1 − θ̂1 − |θ1 − θ̂1| = 0. If agent 1 reports θ̂1

higher than the true ability θ1, he receives negative profit. Thus, there is no incentive for

agent 1 to misreport, and the first-price mechanism is h-SP. The set of h-SP mechanisms

with punishment h expands the set of ex-ante SP mechanisms.

Consider 0 < γ < 1, π = 1. h′
i2−(θi, θi) = ∞, consider the charge t1(θ̂) = θ̂2 + |θ̂1 − θ̂2|γ.

Assume agents 2, . . . , N report truthfully θ̂−1 = θ−1. The profit of agent 1 reporting θ̂1 is

θ1 − θ2 − |θ̂1 − θ2|γ − |θ1 − θ̂1|γ. If agent 1 reports truthfully, he receives θ1 − θ2 − |θ1 − θ2|γ.
For θ̂1 > θ1, |θ̂1 − θ2|γ > |θ1 − θ2|γ, agent 1 has no incentive to report higher. For θ2 ≤
θ̂1 ≤ θ1, |θ1 − θ2|γ ≤ |θ̂1 − θ2|γ + h1(θ1, θ̂1) = |θ̂1 − θ2|γ + |θ1 − θ̂1|γ.5 Thus, agent 1 reports

truthfully θ̂1 = θ1. The set of h-SP mechanisms with punishment h expands the set of

ex-ante mechanisms.

Remark 1

For any punishment functions h, h̃, s.t. h(θ, θ̂) ≤ h̃(θ, θ̂), ∀θ, θ̂ ∈ RM
+ . Then, if the mechanism

ϕ = (x(·), t(·)) is h-SP, ϕ is h̃-SP.

5The inequality could be proved by dividing both sides by θ1 − θ2, to prove xγ + (1 − x)γ ≥ 1, for
x ∈ [0, 1], γ ∈ (0, 1]. dxγ

dγ = xγ lnx ≤ 0, monotonic decreasing for γ. γ = 1 is minimal, x+ (1− x) = 1.
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This remark presents the comparative static analysis of h-SP mechanisms. As the pun-

ishment function h increases, the set of h-SP mechanisms expands. The result is consistent

with intuition that punishments decrease the incentives of agents to misreport. Furthermore,

note that if the punishment function h(θ, θ̂) approaches infinity, any mechanism is h-SP.

Until now, our study has focused on characterizing the class of h-SP mechanisms without

considering the planner’s preferences. The next section considers and characterizes optimal

mechanisms for planner.

4 h-Optimal Mechanism

Recall that the planner cares about the total tax collected from the agents τ(θ̂) =∑N
i=1 ti(θ̂) ∈ RM

+ , where the agents report θ̂. In this section, we impose a minimal re-

striction on the preferences, namely, we assume that the planner’s preferences ⪰ over τ are

monotonic.

For an arbitrary set of planner’s preferences, we find mechanisms that are optimal given

a fixed punishment function h in this section. Our main result shows that the optimal

mechanism for the planner, given an arbitrary punishment function, can be represented as

a convex combination of two mechanisms: (i) full-charge mechanism, which charges the

entire production of the agents, (ii) the truth-inducing mechanism, which is ex-ante SP. The

weights of these two mechanisms depend on marginal punishments and marginal production

of agents.

Two mechanisms are salient for the main results of this section. First, the full-charge

mechanism ϕF given an allocation rule x charges the production tFi (θ) = fi(θi, xi(θ)) to all

the agents. When the allocation rule x allocates all resources to the agent of highest ability,

this mechanism equals to the traditional first-price mechanism.

Second, the truth-inducing mechanism, ϕT given an allocation x(·) is an ex-ante SP

mechanism for allocation rule x, the planner charges agent i with t̄i(θ) = f̄i(θi, xi(θ)) −∫ θi
0
f̄iθ(q, xi(q, θ−i))dq. When the allocation rule x allocates all resources to the agent of

highest ability, this mechanism equals to the traditional second-price mechanism.

Our following result characterizes the h-optimal mechanism ϕh as a convex combination

of ϕF and ϕT for any punishment function h.

In particular, note that ϕT is ex-ante SP. Indeed, the agents are taxed only part of their

production so that they have incentive to report truthfully. Without punishments, the tax is

optimal for planner. The full-charge mechanism ϕF is not ex-ante SP, the agents are taxed

the production according to their reports. Without punishments, the agents have incentive

to under-report their abilities. However, if the punishments are high, the agents have no
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incentive to misreport. The conditions of individual rationality require that agents are not

taxed more than their production under truthful reports.

Definition 4

Consider an arbitrary monotonic preferences ⪰ of planner, and let h be an arbitrary pun-

ishment function. We say an h-SP mechanism ϕ is h-optimal if for any h-SP mechanism ϕ̂

with the same allocation rule x, we have that τ(θ) ⪰ τ̂(θ) for any θ.

The definition of h-optimal restricts the optimality of mechanism within a subset of

mechanisms with same allocation rule x. The mechanisms with different x might not be

comparable, see the following example.

Example 4 (Linear Production (Continued))

Consider the agents with linear production function fi(θi, xi(θ)) = θixi ∈ R+. Assume there

is no punishment, hi(θi, θ̂i) = 0, for any θi, θ̂i. The h-SP mechanism is ex-ante SP. Without

loss of generality, assume θ satisfies θ1 ≥ θ2 ≥ · · · ≥ θN .

From Theorem 1, the ex-ante SP mechanism satisfies ∂Φi(θi,θ−i)
∂θi

= f̄iθ(θi, xi(θ)), and

t̄i(θ) = f̄i(θi, xi(θ))−
∫ θi
0
f̄iθ(q, xi(q, θ−i))dq.

We study two allocation rules. First, the planner allocates all the resource to the agent of

highest reported ability, from Example 2, the truth-inducing mechanism ϕT is second-price

mechanism. Under truthful reports θ, agent 1 receives the resource x1 = 1, and planner

charges θ2 from agent 1.

Second, the allocation rule x̃ satisfies x̃i(θ̂) =
1[θ2,θ1)(θ̂i)∑N
i=1 1[θ2,θ1)(θ̂i)

for reports θ̂ with θ2 ≤

maxi∈N θ̂i < θ1,
6 and x̃(θ̂) = xT (θ̂) for other reports.

If the highest report is in [θ2, θ1), x̃ allocates resource equally to all agents in [θ2, θ1). If

the highest report is not in [θ2, θ1), all the resource is allocated to the agent with highest

reported ability. From Theorem 1, the ex-ante SP mechanism ϕ̃ with allocation rule x̃

satisfies t̃i(θ) = θixi(θ)−
∫ θi
0
xi(q, θ−i)dq.

When true abilities of agents are θ, x̃1(θ) = 1, agent 1 is charged t̃1(θ) = θ1−
∫ θ1
0

x1(q, θ−i)dq =

θ1 −
∫ θ1
θ2

1
2
dq = θ1+θ2

2
. Thus, t̃1(θ) > θ2 = tT1 (θ), the planner prefers ϕ̃.

When true abilities of agents are θ′ with θ2 < θ′2 < θ′1 < θ1 and θ′j = θj for j ≥ 3. ϕ̃

charges t̃1(θ
′) = t̃2(θ

′) = 1
2
θ2, ϕ

T charges tT1 (θ
′) = θ′2. Thus, total tax τ̃ = θ2 < θ′2 = τT , the

planner prefers ϕT . So neither of these two mechanisms is optimal for any θ.

In Example 4, we find that the h-SP mechanisms with different allocation rules might not

be comparable for the planner. In the following example, we study the optimal mechanism

61[θ2,θ1)(·) is an indicator function.
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for the planner, given a specific punishment function and the allocation rule that sends all

the resource to the agent with highest reported ability.

Example 5 (Linear Production (Continued))

Consider the agents with linear production function fi(θi, xi) = θixi, the allocation rule

x allocates all the resource to the agent of highest reported ability, and the punishment

function is hi(θi, θ̂i) = π|θi − θ̂i|. Without loss of generality, assume θ1 ≥ θ2 ≥ · · · ≥ θN . In

this case, the full-charge mechanism ϕF is the first-price mechanism, which charges tF1 = θ̂1.

The truth-inducing mechanism ϕT is the second-price mechanism, which charges tT1 = θ̂2.

If π = 0, ϕF is not h-SP from Example 3. The truth-inducing mechanism ϕT maximizes

the total tax for the planner in the set of h-SP mechanisms.

If 0 < π < 1, assume agents 2, . . . , N report truthfully θ̂−1 = θ−1. The profit of agent 1

reporting θ̂1 is θ1−t1(θ̂)−π|θi− θ̂i|. The truth-inducing mechanism ϕT charge θ̂2 is h-SP. The

condition of individual rationality requires that the charge is not more than the production θ̂1.

Thus, assume the planner charge t1 ∈ [θ̂2, θ̂1] in optimal mechanism, let t1(θ̂) = δθ̂1+(1−δ)θ̂2,

δ ∈ [0, 1]. If agent 1 reports truthfully, he receives (1 − δ)θ1 − (1 − δ)θ̂2. If agent 1 reports

θ̂1 > θ1, his profit is (1+π)θ1− (δ+π)θ̂1− (1− δ)θ̂2, which is less than the profit of truthful

report. If agent 1 reports θ̂1 ≤ θ1, his profit is (1− π)θ1 + (π − δ)θ̂1 − (1− δ)θ̂2. To induce

truthful report, there is (1− π)θ1 + (π − δ)θ̂1 − (1− δ)θ̂2 ≤ (1− δ)θ1 − (1− δ)θ̂2, equivalent

with (π − δ)(θ1 − θ̂1) ≥ 0, so δ ≤ π. Thus, the optimal mechanism of the planner charges

t1(θ̂) = πθ̂1 + (1− π)θ̂2.

In Example 5, we discover that the optimal mechanism is a convex combination of the

first-price mechanism and second-price mechanism for a specific allocation rule and punish-

ment function. In the following definition, we formally define the combination mechanisms

based on the truth-inducing mechanism and full-charge mechanism, given any allocation rule

and punishment function.

Definition 5

Consider an allocation rule x and an arbitrary punishment function h, let

λh
i (θ) = min{

∫ θi
θi(θ−i)

−h′
i2−(q, q)dq∫ θi

0
f̄iθ(q, xi(q, θ−i))dq

, 1},

with θi(θ−i) = sup{θi|xi(θi, θ−i) = 0}. Define the combination mechanism ϕh for the pun-

ishment function h as ϕh = λh(θ)ϕF + (1 − λh(θ))ϕT , with xh(θ) = xT (θ) = xF (θ), and

t̄hi (θ) = λh
i (θ)t̄

F
i (θ) + (1− λh

i (θ))t̄
T
i (θ).

The following theorem shows the optimality of the combination mechanisms.
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Theorem 2 (h-Optimal Mechanism)

Consider an allocation rule x and a punishment function h that satisfies MNI, the combina-

tion mechanism ϕh is h-optimal.

Theorem 2 characterizes the h-optimal mechanism, which is optimal for the planner given

any allocation rule x. In the following corollaries, we study the mechanisms with a special

allocation rule, that allocates all resource to the agent with highest ability. Furthermore,

assume the production function satisfies constant return to scale fi(θi, xi(θ)) = xi(θ)fi(θi, 1).

θi(θ−i) satisfies f̄i(θi(θ−i), 1) = maxj ̸=i f̄j(θj, 1). For θi > θi(θ−i), xi(θ) = 1. λh
i (θ)

satisfies λh
i (θ) =

∫ θi
θi(θ−i)

−h′
i2−(q,q)dq∫ θi

θi(θ−i)
f̄iθ(q,1)dq

. The full-charge mechanism charges t̄Fi (θ) = f̄i(θi, xi(θ)),

and the truth-inducing mechanism charges t̄Ti (θ) = f̄−i(θ−i, 1)xi(θ). For any punishment

function h, the mechanism ϕh with charge t̄hi (θ) = λh
i (θ)t̄

F
i (θ)+(1−λh

i (θ))t̄
T
i (θ) is h-optimal.

For any ineffective punishment function h characterized in Theorem 1, the truth-inducing

mechanism ϕT is h-optimal.

Corollary 1 (Optimality of Second-Price Mechanism)

Given the allocation rule x that allocates all resource to the agent with highest ability of

production, the second-price mechanism ϕT is h-optimal for any punishment function h with

derivative equal to zero, that is h′
i2(θi, θi) = 0, for any θi.

When all resource is allocated to the agent with highest reported ability, Corollary 1 is

a natural extension of Theorem 1. The class of h-SP mechanisms does not expand if the

punishment function h has derivative 0. There does not exist any h-SP mechanism charge

more than the truth-inducing mechanism ϕT , which is the second-price mechanism.

Corollary 2 (Optimality of First-Price Mechanism)

Given the allocation rule x that allocates all resource to the agent with highest ability of

production, the first-price mechanism ϕF is h-optimal for any punishment function h that

satisfies hi(θi, θ̂i) ≥ f̄i(θi, 1)− f̄i(θ̂i, 1), for any θi ≥ θ̂i.

When all resource is allocated to the agent with highest reported ability, Corollary 2

characterizes the condition of punishment function h, such that the full-charge mechanism

ϕF , which is the first-price mechanism, is h-optimal.

5 Minimal Punishment Function

It is often the case that a mechanism to allocate goods and services is given, whereas the

planner/designer of mechanism has flexibility to select the punishment h. In this section,
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we ask the question: What conditions do the punishment function h need to satisfy for a

given mechanism to be h-SP? Roughly speaking, in order to answer this question, we show

that for a given mechanism there exists a minimal punishment function h that makes such

a mechanism h-SP.

Definition 6 (Minimal Punishment Function)

Consider a mechanism ϕ. We say that the punishment function hmin = (hmin
1 , . . . , hmin

N ) is a

minimal punishment function for ϕ if

- ϕ is hmin-SP, and

- for any other punishment function h such that ϕ is h-SP, we have that hi(θi, θ̂i) ≥
hmin
i (θi, θ̂i) for all θi, θ̂i, i.

We now introduce a couple of definitions to formally characterize the minimal punishment

function. For any mechanism ϕ = (x(·), t(·)), the aggregate charge for agent i is defined as

the sum of all tax payments made to the planner, or t̄i(θ) =
∑M

j=1 tij(θ). The profit function

for agent i is his gain from misreporting θ̂i when his true type is θi and other agents report

θ̂−i, formally, vi : RN+1
+ 7→ R+ equals vi(θi, θ̂i, θ̂−i) = f̄i(θi, xi(θ̂i, θ̂−i))− t̄i(θ̂i, θ̂−i).

Lemma 2 (Existence and Properties of the Minimal Punishment Function)

i. For any mechanism ϕ, there exists a unique minimal punishment function. The minimal

punishment function equals

hmin
i (θi, θ̂i) = max

θ̂−i

{vi(θi, θ̂)− vi(θi, θi, θ̂−i), 0}

ii. If the mechanism is ex-ante SP, then hmin
i (θi, θ̂i) = 0, for any θi, θ̂i, i.

iii. If the mechanism is not ex-ante SP, then the minimal punishment function is nonzero.

In other words, there exists θi, θ̂i, i, such that hmin
i (θi, θ̂i) > 0.

Part (i) of this result shows that the minimal punishment function exists and it charges

a given agent his maximal possible profit over all reports of the other agents. Parts (ii)

and (iii) clarify that minimal punishment functions equal to 0 or non-zero, for ex-ante or

non-ex-ante SP mechanisms, respectively.

We now apply this concept for the implementation of the first-best efficient mechanisms

for the planner.
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5.1 First-best Efficient Mechanisms

For this subsection, we consider a general setting where the planner has preferences⪰ over

the total tax τ collected from the agents. For simplicity, we assume that these preferences

are represented by a utility function u : RM
+ 7→ R+. The first-best efficient outcome from the

perspective of planner is formalized in the following definition.

Definition 7 (First-Best Efficient (FBE))

Given the preferences of the planner ⪰ and the utility function u : RM
+ 7→ R+. A mechanism

ϕ is first-best efficient (FBE), if the total tax collected by the planner τ maximizes his utility

for any profile of agents θ. That is, for any θ, the mechanism taxes all production ti(θ) =

fi(θi, xi), and the allocation x maximizes the utility of planner such that maxx u(τ(θ)), where

τ(θ) =
∑N

i=1 ti(θ).

For any θ, assume the maximal utility of planner is u∗(θ) = maxx u(
∑N

i=1 fi(θi, xi))

such that
∑N

i=1 xi = 1. Assume x∗ : RN
+ 7→ RN

+ is the allocation rule which maximizes

the planner’s utility given the profile of agents θ, that is, x∗(θ) = (x∗
1(θ), . . . , x

∗
N(θ)) =

argmaxx u(
∑N

i=1 fi(θi, xi)). Assume f̄iθ(θi, xi(θ)) > 0 for any xi(θ) > 0, which means if agent

i receives positive amount of resource, the aggregate production increases as his ability θi

increases. Notice that FBE implies the planner allocates resource through agents optimally

to achieve maximal utility with full-charge.

Proposition 1

Assume the preferences of the planner ⪰ is strongly monotonic, continuous, and there exists

utility function u : RM
+ 7→ R representing the preferences.

i. There is no ex-ante SP and first-best efficient mechanism.

ii. For any FBE mechanism ϕ, the minimal punishment function hmin for ϕ to be h-SP

satisfies hmin
i (θi, θ̂i) = max{f̄i(θi, 1)− f̄i(θ̂i, 1), 0}.

Proposition 1 shows that there does not exist any mechanism satisfying both ex-ante

SP and FBE. It also provides the condition on the minimal punishment function for the

existence of a mechanism to achieve both h-SP and FBE. The following examples show that

the first-price mechanism is the first-best efficient when the production functions of agents

are linear. In addition, for the linear case, the second-price mechanism is ex-ante SP, but

not FBE. Thus, our work extends traditional traditional results in the auction literature to

the multi-dimentional case.
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Example 6 (Linear Production (Continued))

From Example 2, consider the agents with linear production function fi(θi, xi) = θixi, and

the punishment function is hi(θi, θ̂i) = π|θi − θ̂i|γ). Without loss of generality, assume

θ1 ≥ θ2 ≥ · · · ≥ θN . The utility of planner is increasing in total tax τ . The allocation

x∗(θ) = (1, 0, . . . , 0) maximizes utility of planner, and the maximal utility is u∗(θ) = u(θ1).

In Example 5, the full-charge mechanism ϕF is not ex-ante SP, but the truth-inducing

mechanism ϕT is ex-ante SP. ϕF and ϕT allocate all resource to the agent with highest

reported ability, xF (θ) = xT (θ) = (1, 0, . . . , 0). ϕF charges tF1 (θ̂) = θ̂1, and ϕT charges

tT1 (θ̂) = θ̂2. The utility of planner from the full-charge mechanism ϕF is u(θ̂1), which is

first-best efficiency, if the truthful report can be implemented. However, the truth-inducing

mechanism ϕT charges θ̂2 from agent 1 and leaves θ1 − θ̂2 as information rent, utility of

planner is u(θ̂2) ≤ u(θ1). Thus, ϕ
F is FBE but not SP, and ϕT is ex-ante SP but not FBE.

6 Discussion

We finalize the paper by noticing that the generality of our model encompasses a variety

of applications previously discussed in the literature.

6.1 Procurement Auction

An agency (planner) asks a group of heterogeneous firms (agents) to report their abilities

to produce goods/services at a set of different locations. Although the abilities of the firms

are private information, the designer is able to elicit them and assign some resources to the

firms based on them. The government is able to audit the firms after resources have been

allocated and possibly punish those firms who lied about their ability. As such, understanding

the class of incentive-compatible mechanisms in the presence of auditing and punishment is

desirable.

Our study applies to the procurement auction, in which the planner has resources to allo-

cate to agents for producing some goods. We focus on strategy-proof mechanisms with pun-

ishment for planner. Our results extend the widely studied VCG mechanisms in Vickrey[38],

Clarke[13], Groves[16] to the case in which the planner could audit and punish the agents

if agents are found lying. Theorem 1 shows that when the marginal punishment for misre-

porting is zero, the class of SP mechanisms does not expand, thus, these punishments are

ineffective. If the planner chooses an allocation rule that allocates the objects to the agent

with the highest valuation, the truth-inducing mechanism ϕT is the second-price mechanism,

which is SP. The full-charge mechanism ϕF is the first-price mechanism, which charges the
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valuation of the agent who gets the objects.

Theorem 2 studies the effect of punishment on the welfare of the planner, and character-

izes the optimal mechanism for the planner as a combination of the truth-inducing mechanism

and the full-charge mechanism. The weight on the full-charge mechanism depends on the

average marginal punishment.

Moreover, Carroll[11] shows that in many common preference domains a locally incentive-

compatible mechanism is incentive-compatible. Lemma 1 shows that if a punishment is MNI,

the locally h-strategy-proof mechanism is h-strategy-proof.

6.2 Private Equity Investment

Metrick and Yasuda[28], Nielsen[33] study the economics of investors in private equity

funds empirically. Phalippou and Gottschalg[36] find that reports overestimate the perfor-

mance of private equity funds. Our study applies to the problem of an investor endowed with

a fixed level of capital that he can use to invest in projects. Each project can produce certain

kinds of goods. The investor could elicit the of the projects based on reports, allocate capital

to the projects and evaluate the performance over time, and punish the projects misreported

their abilities by taking back the investment.

The model of strategy-proof mechanism with punishment provides a theory for the in-

vestor in private equity investment. Theorem 1 characterizes the ineffective punishment of

the investor, which would not help the investor to eliminate the bias in reporting on the

performance of private equity funds. Theorem 2 provides estimation of the best outcome for

the investor, which depends on marginal punishment for deviation from truthful reporting.

6.3 Government Funding with Intermediation

The government is interested in delivering goods to recipients via a set of intermediaries

(e.g., charities). The charities report their abilities to transmit a particular resource to

recipients, and the government makes an allocation to the charities based on their reports.

This ability is represented by the total amount of the resource that an intermediary sends

to the recipients per unit of resource allocated, as well as by the proportions in which every

recipient receives a resource relative to another from a given intermediary.

Galeotti and Condorelli[14], Choi, Galeotti and Goyal[12], Han and Juarez[17], Manea[27]

study the strategic behavior of intermediaries in network. This paper complements the re-

search about strategic behavior of intermediaries in network from the perspective of mech-

anism design, and studies the strategy-proof mechanism with punishment of the planner

for resource transmission through intermediaries. Theorem 1 studies ex-ante strategy-proof
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mechanism, and characterizes ineffective punishments. Theorem 2 shows the optimal out-

come for a planner to achieve with a given form of punishment.

7 Conclusion

This paper is a starting point in the study of strategy-proof mechanisms with punish-

ments. The threat of ex-post punishment is shown to be able to expand traditional classes of

incentive compatible mechanisms when punishment was not available. The h-optimal mech-

anism for the planner is discovered and characterized as a convex combination of full-charge

mechanism and truth-inducing mechanism.

Not all ex-post punishments are equal, and some of them are ineffective, by providing no

further mechanisms beyond the traditional ex-ante strategy-proof mechanisms. The paper

characterizes the punishment functions that are ineffective as a first order condition of the

punishment function.

Finally, when the planner is able to select the punishment function h, we provide the

minimal punishment for a mechanism to be h-SP and achieve first-best efficiency.

Expansion of this work to other punishment functions, including random punishments,

remain to be investigated.

Appendix: Proofs

Proof of Lemma 1

Proof.

Given the mechanism ϕ = (x(·), t(·)), define Φi(θ) = f̄i(θi, xi(θ))−t̄i(θ). For this function,

Part i is clearly satisfied. In order to prove that this satisfies the conditions of Part ii, note

that for the mechanism ϕ = (x(·), t(·)) to be h-SP, f̄i(θi, xi(θ))− t̄i(θ) ≥ f̄i(θi, xi(θ̂i, θ−i))−
t̄i(θ̂i, θ−i)− hi(θi, θ̂i), ∀θi, θ̂i, θ−i.

Φi(θ) = f̄i(θi, xi(θ))− t̄i(θ) is the profit of agent i when he truthfully reports his ability

θi, and the abilities of other agents are θ−i. Then the condition for h-strategy-proofness is

equivalent with Φi(θ) ≥ Φi(θ̂i, θ−i)+f̄i(θi, xi(θ̂i, θ−i))−f̄i(θ̂i, xi(θ̂i, θ−i))−hi(θi, θ̂i), ∀θi, θ̂i, θ−i.

For θ̂i > θi, we have Φi(θ)−Φi(θ̂i,θ−i)

θi−θ̂i
≤ f̄i(θi,xi(θ̂i,θ−i))−f̄i(θ̂i,xi(θ̂i,θ−i))

θi−θ̂i
+ hi(θi,θi)−hi(θi,θ̂i)

θi−θ̂i
.

For θ̂i < θi, we have Φi(θ)−Φi(θ̂i,θ−i)

θi−θ̂i
≥ f̄i(θi,xi(θ̂i,θ−i))−f̄i(θ̂i,xi(θ̂i,θ−i))

θi−θ̂i
+ hi(θi,θi)−hi(θi,θ̂i)

θi−θ̂i
.

Since the profit function Φi, production function f̄i and punishment hi are differentiable,

take the limit θ̂i → θi, there is ∂Φi(θi,θ−i)
∂θi

= f̄iθ(θi, xi(θ)) + h′
i2(θi, θi).

For hi(θi, θ̂i) ≥ 0, assume h′
i2+(θi) = limθ̂i→θ+i

hi(θi,θi)−hi(θi,θ̂i)

θi−θ̂i
≥ 0 with θ̂i > θi, and
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h′
i2−(θi) = limθ̂i→θ−i

hi(θi,θi)−hi(θi,θ̂i)

θi−θ̂i
≤ 0 with θ̂i < θi. Thus, f̄iθ(θi, xi(θ)) + h′

i2−(θi, θi) ≤
∂Φi(θi,θ−i)

∂θi
≤ f̄iθ(θi, xi(θ)) + h′

i2+(θi, θi).

For the converse part, assume that the punishment function h satisfies the MNI condition.

In addition, assume that there exists Φ that satisfies conditions i and ii.

From part ii, f̄iθ(θi, xi(θ)) + h′
i2−(θi, θi) ≤

∂Φi(θi,θ−i)
∂θi

≤ f̄iθ(θi, xi(θ)) + h′
i2+(θi, θi).

The condition of h-SP requires f̄i(θi, xi(θ)) − t̄i(θ) ≥ f̄i(θi, xi(θ̂i, θ−i)) − t̄i(θ̂i, θ−i) −
hi(θi, θ̂i), ∀θi, θ̂i, θ−i. It is equivalent with Φi(θ) ≥ Φi(θ̂i, θ−i)+f̄i(θi, xi(θ̂i, θ−i))−f̄i(θ̂i, xi(θ̂i, θ−i))−
hi(θi, θ̂i).

Note that Φi(θ) − Φi(θ̂i, θ−i) =
∫ θi
θ̂i

∂Φi(q,θ−i)
∂θi

dq, f̄i(θi, xi(θ̂i, θ−i)) − f̄i(θ̂i, xi(θ̂i, θ−i)) =∫ θi
θ̂i
f̄iθ(q, xi(θ̂i, θ−i))dq, −hi(θi, θ̂i) = −hi(θi, θ̂i) + hi(θi, θi) =

∫ θi
θ̂i
h′
i2(θi, q)dq.

Then condition of h-SP is equivalent to
∫ θi
θ̂i

∂Φi(q,θ−i)
∂θi

dq ≥
∫ θi
θ̂i
f̄iθ(q, xi(θ̂i, θ−i))dq+

∫ θi
θ̂i
h′
i2(θi, q)dq.

For θ̂i > θi, from condition ii,
∫ θ̂i
θi

∂Φi(q,θ−i)
∂θi

dq ≤
∫ θ̂i
θi
f̄iθ(q, xi(q, θ−i)) + h′

i2+(q, q)dq, and

xi(q, θ−i) ≤ xi(θ̂i, θ−i) for θ̂i > q > θi. Since xi and θi are complements, f̄iθ(q, xi(q, θ−i)) ≤
f̄iθ(q, xi(θ̂i, θ−i)). The punishment h is marginal nondecreasing, h′

i2(θi, q) ≥ h′
i2+(q, q) ≥

0. Thus,
∫ θ̂i
θi

∂Φi(q,θ−i)
∂θi

dq ≤
∫ θ̂i
θi
f̄iθ(q, xi(q, θ−i)) + h′

i2+(q, q)dq ≤
∫ θ̂i
θi
f̄iθ(q, xi(θ̂i, θ−i))dq +∫ θ̂i

θi
h′
i2(θi, q)dq. Hence, the h-SP condition is satisfied.

For θi > θ̂i, from condition ii,
∫ θi
θ̂i

∂Φi(q,θ−i)
∂θi

dq ≥
∫ θi
θ̂i
f̄iθ(q, xi(q, θ−i)) + h′

i2−(q, q)dq, and

xi(q, θ−i) ≥ xi(θ̂i, θ−i) for θ̂i < q < θi. Since xi and θi are complements, f̄iθ(q, xi(q, θ−i)) ≥
f̄iθ(q, xi(θ̂i, θ−i)). The punishment h is marginal nondecreasing, 0 ≥ h′

i2−(q, q) ≥ h′
i2(θi, q).

Thus,
∫ θi
θ̂i

∂Φi(q,θ−i)
∂θi

dq ≥
∫ θi
θ̂i
f̄iθ(q, xi(q, θ−i))+h′

i2−(q, q)dq ≥
∫ θi
θ̂i
f̄iθ(q, xi(θ̂i, θ−i))dq+

∫ θi
θ̂i
h′
i2(θi, q)dq.

Hence, the h-SP condition is satisfied.

Proof of Theorem 1

Proof.

Recall that h′
i2(θi, θ̂i) =

∂hi(θi,θ̂i)

∂θ̂i
, θ = (θi, θ−i), f̄iθ(θi, xi(θ)) =

∂f̄i(θi,xi(θ))
∂θi

.

From Lemma 1, an h-SP mechanism satisfies f̄iθ(θi, xi(θ)) + h′
i2−(θi, θi) ≤ ∂Φi(θi,θ−i)

∂θi
≤

f̄iθ(θi, xi(θ)) + h′
i2+(θi, θi).

i. ⇒ iii.

For the mechanism ϕ = (x(·), t(·)) to be 0-SP, we have f̄i(θi, xi(θ))−t̄i(θ) ≥ f̄i(θi, xi(θ̂i, θ−i))−
t̄i(θ̂i, θ−i). This is equivalent to Φi(θ) ≥ Φi(θ̂i, θ−i) + f̄i(θi, xi(θ̂i, θ−i)) − f̄i(θ̂i, xi(θ̂i, θ−i)),

∀θi, θ̂i, θ−i.

For θ̂i > θi,
Φi(θ)−Φi(θ̂i,θ−i)

θ̂i−θi
≥ f̄i(θi,xi(θ̂i,θ−i))−f̄i(θ̂i,xi(θ̂i,θ−i))

θ̂i−θi
.

For θ̂i < θi,
Φi(θ)−Φi(θ̂i,θ−i)

θ̂i−θi
≤ f̄i(θi,xi(θ̂i,θ−i))−f̄i(θ̂i,xi(θ̂i,θ−i))

θ̂i−θi
.

As we take the limit of the two above inequalities when θ̂i → θi, we have that
∂Φi(θi,θ−i)

∂θi
=

f̄iθ(θi, xi(θ)).
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ii. ⇒ iii.

For the punishment function h′
i2(θi, θi) = 0, for any θi, then h′

i2−(θi, θi) = h′
i2+(θi, θi) = 0.

Thus, from Lemma 1 (part ii), the h-SP mechanism satisfies ∂Φi(θi,θ−i)
∂θi

= f̄iθ(θi, xi(θ)).

iii. ⇒ i.

For the mechanism ϕ that satisfies ∂Φi(θi,θ−i)
∂θi

= f̄iθ(θi, xi(θ)), we have Φi(θi, θ−i) =∫ θi
0
f̄iθ(q, xi(q, θ−i))dq, Φi(θ̂i, θ−i) =

∫ θ̂i
0
f̄iθ(q, xi(q, θ−i))dq. The planner charges agent i with

t̄i(θ) = f̄i(θi, xi(θ))−
∫ θi
0
f̄iθ(q, xi(q, θ−i))dq.

For any θi ≥ q ≥ θ̂i, Φi(θi, θ−i)−Φi(θ̂i, θ−i) =
∫ θi
θ̂i
f̄iθ(q, xi(q, θ−i))dq, and f̄i(θi, xi(θ̂i, θ−i))−

f̄i(θ̂i, xi(θ̂i, θ−i)) =
∫ θi
θ̂i
f̄iθ(q, xi(θ̂i, θ−i))dq. xi(θ) is non-decreasing in θi, so xi(q, θ−i) ≥

xi(θ̂i, θ−i). Since
∂2f̄i
∂θ∂x

≥ 0, f̄iθ(q, xi(q, θ−i)) ≥ f̄iθ(q, xi(θ̂i, θ−i)). Thus,
∫ θi
θ̂i
f̄iθ(q, xi(q, θ−i))dq ≥∫ θi

θ̂i
f̄iθ(q, xi(θ̂i, θ−i))dq. Then we have Φi(θi, θ−i)−Φi(θ̂i, θ−i) ≥ f̄i(θi, xi(θ̂i, θ−i))−f̄i(θ̂i, xi(θ̂i, θ−i)),

which is equivalent with the 0-SP condition Φi(θi, θ−i) ≥ Φi(θ̂i, θ−i) + f̄i(θi, xi(θ̂i, θ−i)) −
f̄i(θ̂i, xi(θ̂i, θ−i)).

For any θi ≤ q ≤ θ̂i, Φi(θ̂i, θ−i)−Φi(θi, θ−i) =
∫ θ̂i
θi
f̄iθ(q, xi(q, θ−i))dq, and−f̄i(θi, xi(θ̂i, θ−i))+

f̄i(θ̂i, xi(θ̂i, θ−i)) =
∫ θ̂i
θi
f̄iθ(q, xi(θ̂i, θ−i))dq. xi(θ) is non-decreasing in θi, so xi(q, θ−i) ≤

xi(θ̂i, θ−i). Since
∂2f̄i
∂θ∂x

≥ 0, f̄iθ(q, xi(q, θ−i)) ≤ f̄iθ(q, xi(θ̂i, θ−i)). Thus,
∫ θi
θ̂i
f̄iθ(q, xi(q, θ−i))dq ≤∫ θi

θ̂i
f̄iθ(q, xi(θ̂i, θ−i))dq. Then we have−Φi(θi, θ−i)+Φi(θ̂i, θ−i) ≤ −f̄i(θi, xi(θ̂i, θ−i))+f̄i(θ̂i, xi(θ̂i, θ−i)),

which is equivalent with the 0-SP condition Φi(θi, θ−i) ≥ Φi(θ̂i, θ−i) + f̄i(θi, xi(θ̂i, θ−i)) −
f̄i(θ̂i, xi(θ̂i, θ−i)).

iii. ⇒ ii.

From above, any mechanism ϕ satisfying ∂Φi(θi,θ−i)
∂θi

= f̄iθ(θi, xi(θ)) is 0-SP. Thus, Φi(θ) ≥
Φi(θ̂i, θ−i) + f̄i(θi, xi(θ̂i, θ−i)) − f̄i(θ̂i, xi(θ̂i, θ−i)), ∀θi, θ̂i, θ−i. Then Φi(θ) ≥ Φi(θ̂i, θ−i) +

f̄i(θi, xi(θ̂i, θ−i))− f̄i(θ̂i, xi(θ̂i, θ−i))− hi(θi, θ̂i), with hi(θi, θ̂i) ≥ 0.

Proof of Remark 1

Proof.

For any punishment function h and h̃ such that h(θ, θ̂) ≤ h̃(θ, θ̂), for any θ and θ̂.

Any mechanism ϕ that is h-SP, satisfies f̄i(θi, xi(θ))−t̄i(θ) ≥ f̄i(θi, xi(θ̂i, θ−i))−t̄i(θ̂i, θ−i)−
hi(θi, θ̂i), ∀θ, θ̂i, i.

Note that f̄i(θi, xi(θ̂i, θ−i))−t̄i(θ̂i, θ−i)−hi(θi, θ̂i) ≥ f̄i(θi, xi(θ̂i, θ−i))−t̄i(θ̂i, θ−i)−h̃i(θi, θ̂i).

Thus, f̄i(θi, xi(θ))− t̄i(θ) ≥ f̄i(θi, xi(θ̂i, θ−i))− t̄i(θ̂i, θ−i)− h̃i(θi, θ̂i), ∀θ, θ̂i, i.
Hence, the mechanism ϕ = (x(·), t(·)) is h̃-SP.

Proof of Theorem 2

Proof.

Proof of ⇐. To prove any h-SP mechanism ϕ with allocation rule x charges not more
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than ϕh.

Consider any h-SP mechanism ϕ(·) = (x(·), t(·)), from Lemma 1, there is f̄iθ(θi, xi(θ)) +

h′
i2−(θi, θi) ≤

∂Φi(θi,θ−i)
∂θi

≤ f̄iθ(θi, xi(θ)) + h′
i2+(θi, θi).

Assume θi(θ−i) = sup{θi|xi(θi, θ−i) = 0}, for θi < θi(θ−i), xi(θ) = 0, then f̄i(θi, xi(θ)) =

0, t̄i(θ) ≥ 0, Φi(θ) = f̄i(θi, xi(θ))− t̄i(θ) ≤ 0.

For θi < θi(θ−i), the condition of individual rationality requires Φi(θ) = 0.

For θi ≥ θi(θ−i), integral the inequality f̄iθ(θi, xi(θ))+h′
i2−(θi, θi) ≤

∂Φi(θi,θ−i)
∂θi

from θi(θ−i)

to θi.
∫ θi
θi(θ−i)

f̄iθ(q, xi(q, θ−i)) + h′
i2−(q, q)dq ≤

∫ θi
θi(θ−i)

∂Φi(q,θ−i)
∂θi

dq = Φi(θ)− Φi(θi(θ−i), θ−i) =

Φi(θ). Substitute Φi(θ) = f̄i(θi, xi(θ)) − t̄i(θ) into the inequality, f̄i(θi, xi(θ)) − t̄i(θ) ≥∫ θi
θi(θ−i)

f̄iθ(q, xi(q, θ−i)) + h′
i2−(q, q)dq.

Rearrange the inequality, t̄i(θ) ≤ f̄i(θi, xi(θ))−
∫ θi
θi(θ−i)

(f̄iθ(q, xi(q, θ−i)) + h′
i2−(q, q))dq.

From the condition of individual rationality, the maximal charge of planner is the pro-

duction of agent, t̄i(θ) = f̄i(θi, xi(θ)). From Theorem 1, the ex-ante SP mechanism charges

t̄i(θ) = f̄i(θi, xi(θ))−
∫ θi
θi(θ−i)

f̄iθ(q, xi(q, θ−i))dq.

Assume the charge t in mechanism ϕ could be represented as weighted average of charge

in the full-charge mechanism tF and truth-inducing mechanism tT , t̄i(θ) = λi(θ)t̄
F
i (θ) + (1−

λi(θ))t̄
T
i (θ) = f̄i(θi, xi(θ))− (1− λi(θ))

∫ θi
θi(θ−i)

f̄iθ(q, xi(q, θ−i))dq.

Thus, h-SP requires f̄i(θi, xi(θ)) − (1 − λi(θ))
∫ θi
θi(θ−i)

f̄iθ(q, xi(q, θ−i))dq ≤ f̄i(θi, xi(θ)) −∫ θi
θi(θ−i)

(f̄iθ(q, xi(q, θ−i)) + h′
i2−(q, q))dq, it is equivalent with λi(θ) ≤

∫ θi
θi(θ−i)

−h′
i2−(q,q)dq∫ θi

θi(θ−i)
f̄iθ(q,xi(q,θ−i))dq

.

For h-SP mechanism ϕ, the charge from agent i is not more than the weighted average

of the full-charge mechanism and the ex-ante SP mechanism, with weight λi(θ) on the full-

charge mechanism.

Proof of ⇒.

Assume mechanism ϕh(·) = (x(·), th(·)), with charge thi (θ) = λi(θ)t
F
i (θ)+(1−λi(θ))t

T
i (θ),

with λi(θ) =

∫ θi
θi(θ−i)

−h′
i2−(q,q)dq∫ θi

θi(θ−i)
f̄iθ(q,xi(q,θ−i))dq

. To prove ϕh is h-SP.

The charge of planner is t̄hi (θ) = f̄i(θi, xi(θ))− (1− λi(θ))
∫ θi
0
f̄iθ(q, xi(q, θ−i))dq.

The condition of h-SP requires f̄i(θi, xi(θ)) − t̄hi (θ) ≥ f̄i(θi, xi(θ̂i, θ−i)) − t̄hi (θ̂i, θ−i) −
hi(θi, θ̂i), ∀θi, θ̂i, θ−i. – (1)

To simplify the notations, let θ̂ = (θ̂i, θ−i).

Substitute the charge t̄hi into agent i’s profit f̄i − t̄hi . Then we have f̄i(θi, xi(θ)) −
t̄hi (θ) = (1 − λi(θ))

∫ θi
0
f̄iθ(q, xi(q, θ−i))dq, and f̄i(θi, xi(θ̂i, θ−i)) − t̄hi (θ̂i, θ−i) = f̄i(θi, xi(θ̂)) −

f̄i(θ̂i, xi(θ̂)) + (1− λi(θ̂))
∫ θ̂i
0
f̄iθ(q, xi(q, θ−i))dq. – (2)

For q < θi(θ−i), xi(q, θ−i) = 0, f̄i(q, xi(q, θ−i)) = 0, then f̄iθ(q, xi(q, θ−i)) = 0, and∫ θi
θi(θ−i)

f̄iθ(q, xi(q, θ−i))dq =
∫ θi
0
f̄iθ(q, xi(q, θ−i))dq.
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λi(θ) =

∫ θi
θi(θ−i)

−h′
i2−(q,q)dq∫ θi

θi(θ−i)
f̄iθ(q,xi(q,θ−i))dq

=

∫ θi
θi(θ−i)

−h′
i2−(q,q)dq∫ θi

0 f̄iθ(q,xi(q,θ−i))dq
, then we have (1−λi(θ))

∫ θi
0
f̄iθ(q, xi(q, θ−i))dq =∫ θi

0
f̄iθ(q, xi(q, θ−i))dq+

∫ θi
θi(θ−i)

h′
i2−(q, q)dq. For θ̂, we have (1−λi(θ̂))

∫ θ̂i
0
f̄iθ(q, xi(q, θ−i))dq =∫ θ̂i

0
f̄iθ(q, xi(q, θ−i))dq +

∫ θ̂i
θi(θ−i)

h′
i2−(q, q)dq. – (3)

Substitute (2) and (3) into (1), the h-SP condition is equivalent with
∫ θi
0
f̄iθ(q, xi(q, θ−i))dq+∫ θi

θi(θ−i)
h′
i2−(q, q)dq ≥ f̄i(θi, xi(θ̂))− f̄i(θ̂i, xi(θ̂))+

∫ θ̂i
0
f̄iθ(q, xi(q, θ−i))dq+

∫ θ̂i
θi(θ−i)

h′
i2−(q, q)dq−

hi(θi, θ̂i). Simplify the inequality,
∫ θi
θ̂i
f̄iθ(q, xi(q, θ−i))dq +

∫ θi
θ̂i
h′
i2−(q, q)dq ≥ f̄i(θi, xi(θ̂)) −

f̄i(θ̂i, xi(θ̂))− hi(θi, θ̂i). – (4)

Since f̄i(θi, xi(θ̂))−f̄i(θ̂i, xi(θ̂)) =
∫ θi
θ̂i
f̄iθ(q, xi(θ̂i, θ−i))dq, hi(θi, θi)−hi(θi, θ̂i) =

∫ θi
θ̂i
h′
i2(θi, q)dq,

the inequality (4) is equivalent with
∫ θi
θ̂i
f̄iθ(q, xi(q, θ−i))dq+

∫ θi
θ̂i
h′
i2−(q, q)dq ≥

∫ θi
θ̂i
f̄iθ(q, xi(θ̂i, θ−i))dq+∫ θi

θ̂i
h′
i2(θi, q)dq.

If θi > θ̂i, since θi and xi are complements, f̄iθ(q, xi(θ̂i, θ−i)) ≤ f̄iθ(q, xi(q, θ−i)) for θ̂i <

q < θi. The punishment function hi is MNI, h′
i2−(q, q) − h′

i2(θi, q) ≥ 0 for q < θi. Then

f̄iθ(q, xi(q, θ−i)) + h′
i2−(q, q) ≥ f̄iθ(q, xi(θ̂i, θ−i)) + h′

i2(θi, q). Thus, integral the inequality, we

have
∫ θi
θ̂i
f̄iθ(q, xi(q, θ−i))dq+

∫ θi
θ̂i
h′
i2−(q, q)dq ≥

∫ θi
θ̂i
f̄iθ(q, xi(θ̂i, θ−i))dq+

∫ θi
θ̂i
h′
i2(θi, q)dq, which

is the inequality (4).

If θi < θ̂i, since θi and xi are complements, f̄iθ(q, xi(θ̂i, θ−i)) ≥ f̄iθ(q, xi(q, θ−i)), and

h′
i2(θi, q) ≥ 0 ≥ h′

i2−(q, q) for θi < q < θ̂i. Then f̄iθ(q, xi(θ̂i, θ−i))+h′
i2(θi, q) ≥ f̄iθ(q, xi(q, θ−i))+

h′
i2−(q, q). Thus, integral the inequality, we have

∫ θ̂i
θi
f̄iθ(q, xi(θ̂i, θ−i))dq +

∫ θ̂i
θi
h′
i2(θi, q)dq ≥∫ θ̂i

θi
f̄iθ(q, xi(q, θ−i))dq +

∫ θ̂i
θi
h′
i2−(q, q)dq, which is the inequality (4).

From the proof above, the mechanism ϕh is h-SP, and any h-SP mechanism would not

charge more than λi(θ)t
F
i (θ) + (1− λi(θ))t

T
i (θ). Thus, the mechanism ϕh is h-optimal.

Proof of Corollary 1

Proof.

For punishment function h with h′
i2(θi, θi) = 0,

∫ θi
θi(θ−i)

−h′
i2−(q, q)dq = 0.

Then λh
i (θ) = min{

∫ θi
θi(θ−i)

−h′
i2−(q,q)dq∫ θi

0 f̄iθ(q,xi(q,θ−i))dq
, 1} = min{0, 1} = 0, for any θ, i.

The mechanism ϕh satisfies thi (θ) = λh
i (θ)t

F
i (θ) + (1− λh

i (θ))t
T
i (θ) = tTi (θ).

From Theorem 2, the h-optimal mechanism is the second-price mechanism ϕT .

Proof of Corollary 2

Proof.

The punishment function h satisfies hi(θi, θ̂i) ≥ f̄i(θi, 1)− f̄i(θ̂i, 1), for any θi ≥ θ̂i. Then
hi(θi,θ̂i)−hi(θi,θi)

θi−θ̂i
≥ f̄i(θi,1)−f̄i(θ̂i,1)

θi−θ̂i
for θi ≥ θ̂i. Take the limit θ̂i → θ−i , −h′

i2−(θi, θi) ≥ f̄iθ(θi, 1).

Since θi and xi are complements for production, f̄iθ(θi, 1) ≥ f̄iθ(q, xi(q, θ−i)) for any q.
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Then
∫ θi
θi(θ−i)

−h′
i2−(q, q)dq ≥

∫ θi
θi(θ−i)

f̄iθ(q, 1)dq ≥
∫ θi
θi(θ−i)

f̄iθ(q, xi(q, θ−i))dq.

Thus, λh
i (θ) = min{

∫ θi
θi(θ−i)

−h′
i2−(q,q)dq∫ θi

θi(θ−i)
f̄iθ(q,xi(q,θ−i))dq

, 1} = 1.

The mechanism ϕh satisfies thi (θ) = λh
i (θ)t

F
i (θ) + (1− λh

i (θ))t
T
i (θ) = tFi (θ).

From Theorem 2, the h-optimal mechanism is the first-price mechanism ϕF .

Proof of Lemma 2

Proof.

i. Consider any punishment function h, such that mechanism ϕ is h-SP. The condition

of h-SP requires f̄i(θi, xi(θi, θ̂−i))− t̄i(θi, θ̂−i) ≥ f̄i(θi, xi(θ̂))− t̄i(θ̂)−hi(θi, θ̂i). By definition,

vi(θi, θ̂) = f̄i(θi, xi(θ̂)) − t̄i(θ̂), vi(θi, θi, θ̂−i) = f̄i(θi, xi(θi, θ̂−i)) − t̄i(θi, θ̂−i). h-SP requires

vi(θi, θi, θ̂−i) ≥ vi(θi, θ̂) − hi(θi, θ̂i), equivalent with hi(θi, θ̂i) ≥ vi(θi, θ̂) − vi(θi, θi, θ̂−i), for

any θi, θ̂.

To prove existence of hmin
i , we have vi(θi, θ̂) − vi(θi, θi, θ̂−i) ≤ vi(θi, θ̂) ≤ f̄i(θi, xi(θ̂)) ≤

f̄i(θi, 1). The first inequality is from individual rationality of mechanism ϕ, vi(θi, θi, θ̂−i) =

f̄i(θi, xi(θi, θ̂−i)) − t̄i(θi, θ̂−i) ≥ 0. The second inequality is from charge of planner is non-

negative, t̄i(θ̂) ≥ 0. The third inequality is from monotonicity of production f̄i(θi, xi(θ̂))

on resource allocation xi(θ̂) and xi(θ̂) ≤ 1. From the inequality above, the upper bound of

vi(θi, θ̂) − vi(θi, θi, θ̂−i) exists. Thus, there exists function hmin
i (θi, θ̂i) = maxθ̂−i

{vi(θi, θ̂) −
vi(θi, θi, θ̂−i), 0}.

Since punishment function hi satisfies hi(θi, θ̂i) ≥ vi(θi, θ̂)−vi(θi, θi, θ̂−i), for any θi, θ̂, and

punishment is nonnegative, hi(θi, θ̂i) ≥ 0. We have hi(θi, θ̂i) ≥ hmin
i (θi, θ̂i). From definition

6, hmin is the minimal punishment function for mechanism ϕ.

ii. Consider a mechanism ϕ = (x(·), s(·)), which is ex-ante SP. The agents have incentive

to report truthfully, vi(θi, θ̂) ≤ vi(θi, θi, θ̂−i), for any θ̂, θi. So maxθ̂−i
[vi(θi, θ̂)−vi(θi, θi, θ̂−i)] ≤

0 for any θ̂i, θi. Then the minimal punishment function hmin
i (θi, θ̂i) = 0, for any θ̂i, θi.

iii. Consider a mechanism ϕ = (x(·), s(·)), which is not ex-ante SP, there exists θi, θ̂, such

that vi(θi, θi, θ̂−i) < vi(θi, θ̂). Suppose hmin
i (θi, θ̂i) = 0, for any θ̂i, θi. Then vi(θi, θi, θ̂−i) <

vi(θi, θ̂)− hmin
i (θi, θ̂i). If ability of agent i is θi and the reports of other agents are θ̂−i, agent

i has incentive to misreport θ̂i for higher profit. It is a contradiction with h-SP, so hmin
i is

nonzero.

Proof of Proposition 1

Proof.

i. To prove there does not exist a mechanism, such that it is both SP and FBE.

Assume mechanism ϕ = (x(·), t(·)) is SP. From Theorem 1, the profit Φi satisfies Φi(θi, θ−i) =∫ θi
0
f̄iθ(q, xi(q, θ−i))dq, and Φi(θi, θ−i) = f̄i(θi, xi(θ)) − t̄i(θ). ϕ is SP, agents will report
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truthfully, θ̂ = θ. The aggregate charge of planner from agent i is t̄i(θ) = f̄i(θi, xi(θ)) −∫ θi
0
f̄iθ(q, xi(q, θ−i))dq. Given mechanism ϕ, the total tax is τ =

∑N
i=1 ti(θ).

By definition of FBE, u∗(θ) = maxx u(
∑N

i=1 fi(θi, xi)), such that
∑N

i=1 xi = 1. Thus,

u∗(θ) ≥ u(
∑N

i=1 fi(θi, xi)) for any allocation rule x(·).
To prove there exists θ, such that

∑N
i=1 f̄i(θi, xi(θ)) >

∑N
i=1 t̄i(θ), which is equivalent

with
∑N

i=1

∫ θi
0
f̄iθ(q, xi(q, θ−i))dq > 0. Without loss of generality, assume for θ̃, xi(θ̃) > 0,

and allocation rule xi(q, θ−i) is non-decreasing in q. Let θ−i = θ̃−i, θi > θ̃i, then xi(q, θ−i) > 0

for any q > θ̃i, f̄iθ(q, xi(q, θ−i)) > 0. Thus,
∫ θi
0
f̄iθ(q, xi(q, θ−i))dq ≥

∫ θi
θ̃i
f̄iθ(q, xi(q, θ−i))dq >

0. The aggregate charge from agent i is t̄i(θ) = f̄i(θi, xi(θ)) −
∫ θi
0
f̄iθ(q, xi(q, θ−i))dq <

f̄i(θi, xi(θ)).

The preference of planner is strongly monotone, there is u∗(θ) ≥ u(
∑N

i=1 fi(θi, xi)) >

u(
∑N

i=1 ti(θ)). The SP mechanism could not be FBE, so there does not exist any mechanism,

which is both SP and FBE.

ii. Assume ϕ is a FBE mechanism, the total tax τ maximizes the utility of the plan-

ner. The allocation rule of ϕ is x∗(θ), which solves the utility maximization problem

maxx u(
∑N

i=1 fi(θi, xi)) for any θ, the charge of planner is τ ∗(θ) =
∑N

i=1 fi(θi, x
∗
i ). To prove

the charge is ti(θ) = fi(θi, x
∗
i (θ)).

Suppose there exists agent i with x∗
i (θ) > 0, and the outcome charged is ti(θ) ≤

fi(θi, x
∗
i (θ)), ti(θ) ̸= fi(θi, x

∗
i (θ)). Then total tax of the planner τ =

∑N
i=1 ti(θ) ≤ τ ∗(θ)

and τ ̸= τ ∗(θ). If the preferences of planner is strongly monotone, then u(τ) < u(τ ∗(θ)),

the fist best efficiency will not be achieved. So the charge of agent i is ti(θ) = fi(θi, x
∗
i (θ)),

for x∗
i (θ) > 0. If x∗

i (θ) = 0, fi(θi, x
∗
i (θ)) = 0, ti(θ) ≤ fi(θi, x

∗
i (θ)), the charge of agent i is

ti(θ) = fi(θi, x
∗
i (θ)) = 0. Thus, FBE mechanism ϕ charges ti(θ) = fi(θi, x

∗
i (θ)), for any agent

i.

From above, we have vi(θi, θi, θ̂−i) = f̄i(θi, x
∗
i (θi, θ̂−i)) − t̄i(θi, θ̂−i) = 0, and vi(θi, θ̂) =

f̄i(θi, x
∗
i (θ̂))− t̄i(θ̂) = f̄i(θi, x

∗
i (θ̂))−f̄i(θ̂i, x

∗
i (θ̂)). Then vi(θi, θ̂)−vi(θi, θi, θ̂−i) = f̄i(θi, x

∗
i (θ̂))−

f̄i(θ̂i, x
∗
i (θ̂)).

From Lemma 2, hmin
i (θi, θ̂i) = maxθ̂−i

{vi(θi, θ̂) − vi(θi, θi, θ̂−i), 0} is the minimal punish-

ment function. Since f̄iθ ≥ 0, for θ̂i ≥ θi, f̄i(θi, x
∗
i (θ̂))− f̄i(θ̂i, x

∗
i (θ̂)) ≤ 0, hmin

i (θi, θ̂i) = 0. For

θ̂i < θi, h
min
i (θi, θ̂i) = maxθ̂−i

f̄i(θi, x
∗
i (θ̂))− f̄i(θ̂i, x

∗
i (θ̂)) ≥ 0.

For θ̂i < θi, f̄i(θi, x
∗
i (θ̂)) − f̄i(θ̂i, x

∗
i (θ̂)) =

∫ θi
θ̂i
f̄iθ(q, x

∗
i (θ̂))dq, x

∗
i (θ̂) ∈ [0, 1]. Since θi and

xi are complements,
∂2fij(θi,xi)

∂θi∂xi
≥ 0 for all θi and xi, f̄i(θi, x

∗
i (θ̂)) − f̄i(θ̂i, x

∗
i (θ̂)) is increasing

in x∗
i (θ̂), f̄i(θi, x

∗
i (θ̂))− f̄i(θ̂i, x

∗
i (θ̂)) ≤ f̄i(θi, 1)− f̄i(θ̂i, 1). Let θ̂−i = (0, . . . , 0)(M−1)×1, when

θ̂i > 0, it is optimal for planner to allocate all resource to agent i with strongly monotonic

preference, so maxθ̂−i
x∗
i (θ̂) = 1, maxθ̂−i

f̄i(θi, x
∗
i (θ̂)) − f̄i(θ̂i, x

∗
i (θ̂)) = f̄i(θi, 1) − f̄i(θ̂i, 1).

Thus, the minimal punishment function is hmin
i (θi, θ̂i) = 0 for θ̂i ≥ θi, and hmin

i (θi, θ̂i) =
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f̄i(θi, 1)− f̄i(θ̂i, 1) for θ̂i < θi.
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